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ON NEAREST NEIGHBOR DEGENERACIES OF

INDISTINGUISHABLE PARTICLES
Benjamin Kedem
ABSTRACT

Arrangement degeneracies suggested by sufficient statistics
associated with binary stationary m'th order Markov chains are
discussed, and are shown to correspond and generalize some degeneracies
arising when indistinguishable particles are placed on a one=-
dimensional lattice with n compartments. From these statistics
it is possible to define an m-th order unit. The arrangement
degeneracy obtained from s 1's and n-s O0's so that lower
order units are placed in higher order units is solved. However,
the most general arrangement degeneracy associated with all the
sufficient statistics of a given order is difficult. For this

case only the 3Pd

15t and 2" orders being relatively simple. These results are

order arrangement degeneracy is obtained, the

applied in determining the asymptotic distributions of rare events.
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ON NEAREST NEIGHBOR DEGENERACIES OF

INDISTINGUISHABLE PARTICLES

Benjamin Kedem

INTRCDUCTION: In statistical mechanical treatment of cooperative

phenomena such as magnetic spin, binary alloys, elasticitvsetc.,

the total energy of interaction Ei is given as a linear combination
of potential energies associated with certain arrangements of
indistinguishable particles on a one dimensional lattice. For
example i1f only occupied nearest neighbors and next nearest

neighbors of the types 11, 101, 111, are of interest then

E. = (@D)]

i n12V11 * Pro1V101 * MaaVim
where the V's stand for potential energy and the n's refer to
the frequency of occurence of %he neighbor type. Here 1 refers
to an occupied site while 0 refers to a vacancy. Of interest
then is knowledge of the arrangement degeneracy associated with
the types of neighbors. That is, the number of Sinary sequences , :
of size n which satisfy certain restrictions (numbers of types).
Much attention to these combinatorial problems has been given by
McQuistan in a series of articles in which he considered both
simple and complex particles such as dumbbells, e.g. see references
[ 3J[u1[5]. Parallel to the physical interpretation of arrange-
ment degeneracies there is a purely statistical one in which
arrangement degeneracies are used in approximating important

distributions such as the distributions of crossings and upcrossings




of a fixed level by a stationary process and the distribution of
extremes in such processes. This has recently been dealt with
in [2 ].

The purpose of this article is to show the connection between
the purely statistical and statistical mechanical approaches in
regard to arrangement degeneracies by examining sufficient
statistics associated with m'th order Markov chains. At the
same time we shall extend some of M&Quistan results by ‘introducing
higher order degeneracies whose usefulness will be demonstrated

in finding the asymptotic distribution of "rare"” events.
2. A CONNECTION BETWEEN NEAREST AND NEXT NEAREST NEIGHBOR
DEGENERACY AND SUFFICIENCY

Let {Xt,t=0,tl,...} be a two state (0-1) stationary

Markov chain and consider a binary time series from the chain,

Xl""’Xn’ The sufficient statistics associated with the chain
are [ 2]
) )
S = X, R = X.X, ., H = X, + X .
j=1 % 1 iz9 i1-1 1 n

In order to find the joint distribution of §, Rl’ H it is
necessary to determine the number of binary sequences Mn(s,rl,h)

for which S = s, R, = r H = h. This number is easily found

1 1?
to be

Mn(s,rl,h) s (2)

.




and the number of sequences for which only the first two conditions
are satisfied is

s-1 n-s+l

2
Mn(s,rl) = z Mn(s,rl,h) = s (3)

h=0

a result which was also obtained by McQuistan [ 4] for the degeneracy
of nearest neighbor pairs.

If the chain {X,} is of an order then [ 2] the sufficient

t
n
statistics are S, R;, H together with R, = iz3 X:X: s
2 .
C = iza XX 1¥%5_90 U= Xy # X 15 Vo= XX, + X X . Again

the joint distribution of these statistics requires the knowledge
of the number of binary sequences Mn(s,rl,rz,c,h,u,v) for which

€ = Sy...,¥V = v. This was found [ 1] to be

2 max(h,u) rl—l -rl-h
Mn(s,rl,rz,c,h,u,v) =
max(h,u) \Y c r,-c-v
(W)
s-rl-l n—25+r1+h-2
* >
- wp_=p_*+o-h-ut
r, o] S rl r2 c-h-u+v

. . . - l .
with the convention ( ) = 1 and where (h,u,v) takes values
-1 :

in {(0,0,0),(0,1,0),(0,2,0),(1,0,0),(2,0,0),(1,1,0),(1,1,1),
(2,1,1),(1,2,1),(2,2,2)}. It follows that the number of binary
sequences for which only the first four conditions are fixed is

obtained by summing over (h,u,v). We have




M (s,r,,r,,c) = Y M (s,r,,r.,c,h,u,v)
n 1°72 (h,u,v) n 1°°2

: +
(0,0,0),(0,1,0),¢(0,2,0) (1,0,07,(2,0,0),(1,1,0)

+ ¥ + M (s,r ,7,,C52,2,2)
(1,1,1),¢(2,1,1),(1,2,1)

Pl—l s-rl-l s-rl n—25+rl s—rl-l n-2s+rl
= + 2
o] rz-c rl-c -rl—r2+c rl-c s—rl-r2+c—l
n-2s+rl s—r1-2 s-rl-l n-25+rl
+ + 2
s-rl-r2+c-2 Pl-c rl-c-l s—rl-r2+c-l
n-2s+r'l s-rl-Z n-2s+rl s-rl—Q
+ 2 +
s—rl—r2+c-2 Pl-c-l.ly, s—rl-r2+c—2 rl-c-2
rl—l s-rl-l s-rl n-23+r1 n-2s+r1 n-2s-rl
= + 2 +
- - - - - - +C- - - -
c r2 c rl c s Pl r2+c s rl r2 c-1 s-1r, r2+c 2

rl-l s-rl s—rl-l n-28+rl+2 (
5)

-C s—rl-P2+c
Upon noting that ) = Nnyps €T Ny, r,=C = Nygp> where
nij K refers to the frequency of ij,...,k in the binary

sequence, we recognize the next nearest neighbor degeneracy

obtained by McQuistan [ 4 ]

A l

i Ayl i s e




5
nll-l s-nll s-nll—l n-23+n11+2
Mn(s’nll’HIOI’nlll) = . (5")
111/ Va1 ™™l Y Maoa /T V8P Mn

Obviously (5') can be obtained from (5) by linearity. Here, and

in what follows, we use the notation Mn(cl,.

the number of binary sequences for which Cyse-esCy are fixed.

..,ck) to denote

It is readily seen that (5) reduces to (3) by summing over r,-c

2

and c.

3. HIGHER ORDER DEGENERACIES

In the previous section we illustrated via two examples

that arrangement degeneracies may be viewed as special cases of
counting problems associated with sufficient statisties in Markov
chains. The next thing which comes to mind is the question of
generalizations. It is quite clear now that if one wants to look
into or define higher degeneracies one should examine the sufficient
statistics and linear functions thereof of higher order two state
Markov chains. By the very definition of sufficient statistics,

it 1s intuitively clear that every conceivable arrangement
degeneracy can be obtained by summing over Mn of a given order.
We need not consider all the sufficient statistics associated
with a given order but only those which define desired neighbor
types. To make this point clear we shall defer the general counting
problem to the next section while concentrating here on straight-
forward generalizations of (3) and (5). We shall first illustrate
this claim by examining sufficient statistics associated with

rd

3 order chains. In this connection the notion of a "unit" is

useful.

—— e




DEFINITION: An m'th order unit is a binary sequence which starts
with a 1, ends with m separating 0's, (if needed to separate

it from other units) and in which each O0-run, if not an end run,
consists of at most m-1 0's. Thus & unit is a block made of {=runs
and I-runs where the length of the 0-runs is restricted while the

length of the 1l-runs is unrestricted.

DEFTINITION: A free 0 1is a 0 which does not belong to any unit.
Observe that an end unit is a unit which does not need

the separating O0's at the end in order to be recognized. The

notion of a unit is useful as it determines the general form of

a binary series which satisfies our predetermined conditions.

For example, consider a first order chain and suppose it is desired

to count the number of sequences for which S and R1 are fixed

at s and r There are s-r first order units which we

1° 1

s=-r, + (n-s) - (S-rl—l) n-s+l

1
permute with the free 0's in =

S‘Pl S-I‘l

ways. Next we place a 0 at the end of each first order unit
in one way. This determines the form of the binary series. TFinally

distribute the s 1l's in the s-r units so that none is empty in

1
s=1
ways. This yields (3)., (5) can be obtained in the same

™

way by first determining the positions of the pnd

order units and
then placing the 1St order units in the an order units. This is
followed by the distribution of the s 1l's. This procedure gives

rise to an immediate extension of (3) and (5).




d order analog of (3) and (5). The statistics

n
c togeth i = X . .
, gether with K iZuX1X1-1X1—2X1-3

the frequency of 1001 in the sequence. These are

Congider the 3*

cf interest are S, R R

12 22

and  ny4g1°
sufficient statistics (not all of them!) associated with 3rd order

chains. We shall_determine__Mn(S,Pl,stc,kanlool)-

rd .
There are (s-rl) - (r2~c) - D901 3 order units,
(s-rl) - (rz—c) 2nd order units and s=1, lSt order units.
rd

First permute the 3 order units with the free 0's in

n—3S+2P1+P2—C+3

ways. Next place the an order units in the

s-r.-r,*c-n
1 72 1001 s-rl-r2+c-l
3rd order units leaving none empty in ways. Then
n
1001 Sep. =1
st . . nd . . 1
place the 1 order units in the 2 order units 1in
r,-c

ways and place the separating 0's in the respective units in one

way. Put one 1 in each ISt order unit in one way. There remain

r, 1's, There are r,-c 15% oprder units with two or more 1's.
Sc choose r,-c ISt order units from s-ry and put one 1 in
s-r
. 1 st . .
each 1in ways. There are c-k 1 order units with 3
r,-c
or more 1l's. So select c-k lSt order units from r,-c and put
r,-c
1 in each in ways. Finally place the remaining k 1's
c-k c-1
st

in the c-k 1°° order units allowing "empty" units in

ways. Whence




8
c~1 rl-c s—rl s-rl-l
Mn(s’rl’rz’c’k’nlOOl) =
k c-k rl-c rz-c
s-rl—r2+c—l n-3s+2rl+r2-c+3
‘ ? (6)
"y001 S=r=To*e=Ny 50

and by summing over Nigo1 Ve immediately obtain

- - - -r. - -2g+r._+
c-1 rl c\ /s Pl S Pl 1 n-2s+r.+2

1
Mn(s,rl,rz,c,k) =

k c-kf \r s-r,-r, tc

17¢ V\Tp=¢c 1772

This last expression yields (5) upon summation over

k.

We can

rewrite (6) in a form which resembles (5').

Let

fz

the number of free

0's

3 denote

associated with a third order degeneracy.

That is, the number of

0's which do not belong to any 379 order

unit. Then f23 = (n-s) - 3[(n—s)—n101-n1001-l] - 2n1001 - nygye
and (6) becomes
nygp~) [ Pty S-ny,
M 3 =
MoCs,ny9em799901712 %1012 1001
My1ad V11171111 VPi1TMin
- - - - - +S - - -
s=nyy -1\ [8-ny -0y gq71) [f23tsony -0 40000
. (6')
Ny01 1001 5-n117M1517 1001

From (3), (5'), (6') we see that a pattern of arrangement
degeneracies begins to emerge whereby the highest order units are
permuted with the free 0's then lower order units are placed in

higher order units, successively, then the separating 0's are

L il

— mm e e o ——— . e -
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nplaced in one way, this followed by the distributions of 1's so

that NS o} are preserved. In order

SoNp10°M1110 101 °*"100..,1,

to arrive at the general result suggested by the above scheme we
shall employ the notation =#(m) to mean a #-run of length m.

Then we readily have

M (s,n ) =
n

11°™M1112 M1 m+1) 2 ™101°M1002 M1 0(m-1)1

-Nn S=n

- - \
" N [P m-1)""1 (m) N117 M 11

n

N1117M1111f 117 M112

M (m+1) V"1 (m) "1 (m+1)

- 1t 1. - - - - —e o -
R W A R T T =117 501 N0 (m-2)1"1
Ny01 D001 Mo(m-1)1
£z ¥8=ny1=0147=" " "Dy g(po1)1

: > (7)

Tttt o(m-1)1

where fzm stands for the number of free O0's and is given by

fzp = (n=s) = ml(s=nyy)-nyqy=nygq7=e " "Nyg(pa1)1”t!

- n -2 ece=(m=1)n (8)

101" “™1001” 10(m-1)1°

Observe that the number of m'th order units is equal to

(9)

(s=nyy) = nyg; = Ny Mo(m-1)1

1
since we essentially evaluate IX,(1-X. ,)«--(1-X; ). From (7) !

we obtain (3), (5'), (6') as special cases,

)
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4. THE GENERAL ARRANGEMENT DEGENERACY OF MARKOV CHAINS AND ITS

APPLICATION TO THE DISTRIBUTION OF RARE EVENTS.

In the previous section we dealt with one way of extending
the next nearest neighbor degeneracy. However, this is only a
special case of the general arrangement degeneracy associlated
with an m'th order Markov chain where the problem is to count the
number of binary sequences for which all the sufficient statistics
are fixed. This is a challenging problem for which no general
solution exists as far as the present author knows. The main
difficulty is the fact that not all the low order units can
simply be placed in higher order units as in the previous section
since some conditions are violated. Cleariy, if such a result
is available, numerous arrangement degeneracies can be deduced from
it. This solution will not be attempted here. However, we shall

d

give the solution for 3¥9 oprder chains and this will give us a

clue as to the general behavior of rare events in binary Markov

chains.

The sufficient statistics associated with a stationary 3rd

nrder Markov chain, apart from ends statistics, are 8§, Rl’ R2,

C, K as above together with

X. X, . X. ., R =
y 1 1-1"1=-3 21 i

n
Ry izu Xi¥3.30 Ri2 7 i%5-2%5-3°

e~

We1s
>
>

i

We shall construct a sequence for which S, Rl""’RZI are fixed.

First observe that




Also define the statistics

A g, = #of 27
Al—l z # of an
All-l z # of an
A, = #of 2™
A, = # of 2"
Al s # of 2nd
Clearly

A + A +

A + A + A

order

order

order

order

order

order

11 11-11 11-1

A + A + A

11 11-11 1-11

which means that if Al’

are Al-ll’ A

11-1

and

units

units

units

units

units

units

11

which

which

which

which

which

which

t A,

"o001° (10)

start and end with 11.

start and end with 1,

start with 11 and end with 1.
start with 1 and end with 11.
contain exactly two consecutive 1's.

contain exactly one 1.

+ Al = (S-Rl) - (R2-C)

(Rl-C) - (RlQ-K) (11)

(Rl-C) - (RZI-K)’

All-ll are known then so

As it turns out our problem is

All’ and
Al-l’
11° A

simplified greatly if Al’ A

eight conditions.

are added to the other

11-11

The reason for introducing the A's is that it

is difficult to keep track of

it is seen that when the

R2,

is obtained the

A's

A's

C, K, so are Rl?’ R21.

Rl?

and R while from (11)

21°

are fixed in addition to S, Rl,

When the arrangement degeneracy

can be removed by summation.

e




. ‘,,_,_,
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Recall that there are

(s—rl) -~(r2—c) - (r3-r12—r21+k)

3mj order units and

(n-s) - 3[(s-r1)-(r2-c)-(r3—r -r21+k)-1] - 2(r3-r

12 12

free 0's which we permute in
(n-s)-2(s-r1)+(r -c)+3

2

(s-rl)-(rz-c)—(r3-r12-r21+k)

- + -
T k)

(r. -c)

ways. There are (s-rl) - (rz—c) an order units which we place

in the 3Pd order units in
(s-rl)-(rQ-c)~l

-, =T, tk

r3=r12771

ways. Place the separating 0's in one way. Now, we cannot

place the 15% order units in the ond

order units as we did in the

previous section as R12’ R change, This is precisely why we

21
. .
need the A's. So according to A;qs A;s Ajq o

A assign "types" to the oMd

1-1’

A

1-11° A

order units. That is let A

11-11°

11~-11

an order units start and end with 11, All-l 2nd order units start

with 11 and end with 1, etc. This can be done in
(s-r;)-(r,-c)

AysA A1-1M1-110M1

ll’All-ll’

A
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ways. There are now r,-c 0's 1left which we distribute in

All—ll + All—l At Alvl ond order units "nonempty" in
r,~c-1 r,-c-1
Al1o11tAy1o1tBi11tA ot (s-rf-(rQ—c)—(All+Al)—l

ways. This takes care of the O0's and the 1St order units as well!
It remains now to distribute the 1l's. According to the type
assignment place 11 and 1 in the 2nd order units as needed in one

st

way, and then put 1 in every empty 1 order unit (l-cell or

l1-run) in one way. There are r.-c 15 order units with two

1
' +
or more 1l's. But we have already All-l Al-ll + 2A11-ll + All
st . . .
1 order units with two 1's. So select (rl-c) - (A11—1+A1-11+
st .
2A11-11+All) 1 order units from (s-rl) - (A11-1+Al-11+2A11-ll+
st . .
All) - (A11_1+A1_11+2A1_1+Al) 1 order units in
(s=ry) = (A 1*A_11%2801 11%8y)) - (A 178 1 P28 0 %A))
- - + + i
(ry=e) = (Ay ¥R 12 P28 11%8)
ways and put one 1 in each. We now have ry-c lSt order units

with exactly two 1l's, since previously no 15% order unit was

st

empty. There are c¢-k 1 order units with 3 or more 1's., From

the pr.-c 15% order units which contain exactly 2 1's select

1
c-k units and put one 1 in each in




1y

ways. We now have c-k 1% orcer units with exactly 3 1's,
Finally, there remain k 1's which we place in these c-k 15t
order units allowing "empty" units in
c=ktk=-1 c-1
c-k-1 K :
ways. It follows that 2
c-1 r,-c %
- i
Mo (8,71 375057550y 55T 5K0A ) 5A 54 ) :
k c-k !
f
((s—rl)—2(A11_11+A11_1+Al_11+A1_1)—(All+Al) r,-c-1 ?
(Py=ed=(Ag 1 *A 11281110 (s-ry)-(ry-c)=(A),+A))-1
( (s-r;)-(r,-c)
Ay sArg 19T m0 T koA mAY ) 1 1sT O Ty tRA A A
((s—rl)-(rz—c)-l (n—s)—2(s-rl)+(r2-c)+3
. . ’ (12>
\ r3-r12-r21+k (S-Pl)_(PQ-C)-(r3—P12-P21+k) f :
where Al-l is obtained from (11) in terms of All-ll’ All’ 3
|
Al, Sy Tys Ty Cy Tros Ty k, and is too long to write.
Thus the desired arrangement degeneracy is obtained by summing
-1
i anti = .
over All’ All-ll’ Al’ adhering to the convention . 1
[]
‘F - o r L
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We have

c-1 r,-c (s—rl)-(r2—c)-l

Mn(s’rl’rQ’C’PS’P12’P21’k)

k c=k[ | r3mry Ty tk
(n-s)-Z(S-P1)+(P2'C)+3
. (13)
(S—Pl)-(rz-c)-(P3‘P12“P2l+k
A, A g B (ST sr)sCar g, T 9T 0GR 15454y )
11°81°81-11

where Bn is equal to the product of all the coeeficients in (12)

which involve All’ Al, All—ll' Note that
N ZA Bn(s,0,0,...,O,All,Al,All_ll) = 1 (1)
11°71°11-11
since then A1 = s and the rest of the A's wvanish.,

Now the joint distribution of a binary time series from a 3Pd

order stationary Markov chain is given by

p(xl,xz,...,xn) = (powers in xl,x2,x3,xn_2,xn_1,xn)
LT PagTk rpmeryplth Xyt FaTa Tt k ek ok
Pioi1 Pi1o1 Poio P1010 1001 1111 Pr110 Po111
. rl~c-r12+k ri-c-r21+k r1-2c+k . ]s—rl-r2+c-r3+r12+r21-k
P1100 Poo11 Po110 P1500P0001
. s—2rl-r2+2c+r12-k s-2r1-r2+2c+r21-k
Po100 Poo1o
n-us+3rl+2(rz-c)+r3-r12-v2l+k-3

15
Poooo (15)
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WheTe Py xi 1% g%y s Fro (X =2, [Xy 5% 00X 7% 00X 07% 40,
from which it follows that the joint distribution of S, Rys R2,
C, Rgs Ryss Ryps Ko Xyy X5 Xgs X o5 X 05 X is the

product ot (15) and the arrangement degeneracy of these statistics.

But when Xl’ X2, X3, Xn-2’ Xn-l’ Xn are equal to 0 this

arrangement degeneracy is asymptotically, as n— «, the same as

(13). Therefore from (13), (l4) and (15)

Pr($=s,R;=0,R,=0,++,K=0,X, X, 3X =X =X __ =X =0)

2 3 -2 "n-1"nmn
n-3s+3
[} s ] s n-4s-3
~ P1oo0 Pooo1 Po1oo Pooro Poooo (16)
S
Assume that as n-— o«
(1) The 1's become rare separated by long O~-runs so that the

event {Rl=O,R =0,-",K=0,X1=X2=X3=Xn =Xn_l=Xn=O} becomes

2 -2

a sure event.
(ii) P1000 ™" 0 such that NPyggp = %» fixed

(ii1)  Pgge1 ™ Poioo ™ Pooro ™~ Pooos = 1~P1ooo”

Then from (16), as n becomes large,

Fr(S=s) ~

(n=-3s+3)! a
(n-4s+3)!s! \n

JANSS
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a result which is well expected [ 2 ].

This procedure for finding the asymptotic distribution of S
as n + © can be easily extended to the m'th order case. Arguing
as above.we have from (7)(as the last binomial coeeficient in the
most general case is given by the last coeeficieht in (7) which

stands for the number of permutations of the m'th order units with

n-ms+m

_ ~ s n—s-m/’
Pr(S=s) P10(m)Po(m+1)
s R
s n s
a” (n-ms): - (n-(m+l)s+1) a -
~ ST (oo (nrl) '(1';) —r e’ (18)
n

where n -» @ and p -+ 0 such that np = a.
1000 100+-°0

More results of this}ggfure can be obtained once the arrange-
ment degeneracy of a speci%ic order is known. For examnple, from
(12) it should not be too difficult to show that under some conditions
similar to (i)-(ii?)' S-R1 is also dsymptotically poisson. In
fact poisson with parameter a(l-\) where X €(0,1) 1is a measure

of the density, or clutering tendency, of rare events. For an

interpretation of this fact see [ 2 ].

|-
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